
CS B551: Elements of Artificial Intelligence 
Enrique Areyan 
Homework 6 
Answers to Written Questions: 
I. Naive Bayes Classifier. 

I.2 

 

On the one hand, there is a general trend towards improvement of the training 
accuracy (blue line) as the number of training examples increases. The accuracy 
improves faster at the beginning and then reaches an upper bound around 0.9.  

On the other hand, the test accuracy (red line) improves into a good classifier 
when using around 500 examples, but then drops its performance. There is a 
trend towards diminish the accuracy of the classifier on the test sample as the 
sample size increases. This is a good example of over fitting.  
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I.3 All the graphs show an upward trend on the training set relatively to the 
number of training examples, except for some random noise. For the NB 
classifier, there seems to be an improvement when using more features, with the 
highest peak obtained when using the default number of features (100). Still, the 
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overall tendency with the testing accuracy is an improvement at first, up to a 
peak point, and then a decline. Interestingly, in most graphs both lines seem to 
cross at a point in which the test accuracy diminishes and the training improves.  

The following data was produced with the classifiers and used in the above graphs. 

 

II. Decision Tree Classifier. 

 

II.2. There is a similar situation as that found in I.2, however, it is less obvious to 
see it. The training accuracy improves with the size of the training samples. The 
testing accuracy slowly improves and ends with a reduced trend. One needs to 
keep in mind that the default number of features is 100, which could account for 
the fact that the tree may be over fitting the data. As we will see, trees with fewer 
features tend to be more accurate above a certain number of features.   

0	
  
0.1	
  
0.2	
  
0.3	
  
0.4	
  
0.5	
  
0.6	
  
0.7	
  
0.8	
  
0.9	
  
1	
  

100	
   200	
   300	
   400	
   500	
   600	
   700	
   800	
   900	
   1000	
  

Tree	
  Decision	
  Class,ier,	
  (default	
  number	
  of	
  
features)	
  

Training	
  

Testing	
  



 

 

 

 

0	
  
0.1	
  
0.2	
  
0.3	
  
0.4	
  
0.5	
  
0.6	
  
0.7	
  
0.8	
  
0.9	
  
1	
  

100	
   200	
   300	
   400	
   500	
   600	
   700	
   800	
   900	
   1000	
  

Tree	
  Decision	
  Class,ier,	
  5	
  features	
  

Training	
  

Testing	
  

0	
  

0.1	
  

0.2	
  

0.3	
  

0.4	
  

0.5	
  

0.6	
  

0.7	
  

0.8	
  

0.9	
  

1	
  

100	
   200	
   300	
   400	
   500	
   600	
   700	
   800	
   900	
   1000	
  

Tree	
  Decision	
  Class,ier,	
  10	
  features	
  

Training	
  

Testing	
  

0	
  
0.1	
  
0.2	
  
0.3	
  
0.4	
  
0.5	
  
0.6	
  
0.7	
  
0.8	
  
0.9	
  
1	
  

100	
   200	
   300	
   400	
   500	
   600	
   700	
   800	
   900	
   1000	
  

Tree	
  Decision	
  Class,ier,	
  15	
  features	
  

Training	
  

Testing	
  



 
 

II.3 Again, as the training accuracy increases the testing accuracy diminishes, 
and both cross at some point in which the classifier can be thought of as over 
fitting the data. Unlike the NB classifier, the Tree classifier reaches its best 
accuracy with a limited number of features, between 10 and 20.  One can see 
that if the classifier is given too many features, then over fitting occurs more 
rapidly and one cannot obtain as good results as with fewer features. 
 
Data use for the Tree Classifier. 

 

III. Describe your new technique and your rationale for choosing it. 

My classifier uses both the NB and DT Classifier previously constructed. First, I 
train both classifiers in the same way I trained them before. Then, I test each one 
separately. The prediction of my classifier follows simple rules: If the prediction of 
both NB and DT agree, return that prediction. If not, break the tie randomly and 
proportionally to the performance of NB and DT so far.  
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The proportionality is obtained by drawing a number from the uniform distribution 
between 0 and 1. At the beginning of the testing, both classifiers have the same 
chance of being selected to break a tie. However, if a classifier is selected and it 
predicts incorrectly, then it is penalized by lowering (by some fix percentage) the 
probability of being selected for future tiebreakers. 

The rationale for using this classifier is that if both NB and DT agree on the 
classification, then maybe there is a good chance that the classification is 
correct. If they disagree, then we do not have more options than to choose one at 
random. However, my classifier will incrementally penalize that classifier which is 
giving bad results, and thus indirectly reward the other classifier. In this way, my 
classifier can “adapt” in real time and rely more on the classifier that is giving the 
best results. 

Note: for my classifier I filter the feature set used in the tree classifier. I only use 
those features that are more than 2 characters long, avoiding features such as 
EXISTS_In or EXISTS_1, which I believe present little information for the 
classification task. I also truncate the amount of features to be used by the tree 
classifier to a maximum of 20 (each of which is more than 2 characters long).  

 


